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Abstract 

 

A Reusable Command and Data Handling System for 

University CubeSat Missions 

 

Shaina Ashley Mattu Johl, M.S.E 

The University of Texas at Austin, 2013 

 

Supervisor:  E. Glenn Lightsey 

 

A Command and Data Handling (C&DH) system is being developed as part of a 

series of CubeSat missions being built at The University of Texas at Austinôs Texas 

Spacecraft Laboratory (TSL). With concurrent development of four missions, and with 

more missions planned for the future, the C&DH team is developing a system 

architecture that can support many mission requirements. The presented research aims to 

establish itself as a reference for the development of the C&DH system architecture so 

that it can be reused for future university missions. The C&DH system is designed using 

a centralized architecture with one main flight computer controlling the actions and the 

state of the satellite. A Commercial Off-The-Shelf (COTS) system-on-module embedded 

computer running a Linux environment hosted on a custom interface board is used as the 

platform for the mission software. This design choice and the implementation details of 

the flight software are described in detail in this report. The design of the flight software 

and the associated hardware are integral components of the spacecraft for the current 

missions in the TSL which, when flown, will be some of the most operationally complex 

CubeSat missions attempted to date. 
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Chapter 1:  Introduction  

Small satellites have been an emerging class of spacecraft in the satellite industry 

for the past several years. Satellites classified under this title are considered those with a 

mass of less than 180 kilograms, and include commonly named satellite terms such as 

micro- (10-100 kg), nano- (1-10 kg), and picosatellites (0.001 ï 1kg) (National 

Aeronautics and Space Administration 2013). There has been growing interest in using 

small satellites for civil , commercial and military space purposes. A study identified 33 

potential markets for low-cost small satellites in these sectors, and six markets that are 

likely near-team users (Foust 2010): 

¶ Military science and technology 

¶ Intelligence, surveillance, and reconnaissance 

¶ Remote site communications 

¶ Polling of unattended sensors 

¶ High-resolution Earth observation 

¶ Landsat-class data for environmental monitoring 

Technological advancement over the past decades has allowed the size of the 

payloads and instruments for space missions to continue to decrease (Toorian, Diaz and 

Lee 2008). This has made the use of the CubeSat form factor, a type of small satellite on 

the smaller end of the size scale, more common. This chapter introduces the CubeSat and 

its C&DH subsystem. The motivation behind this thesis and its structure is then 

presented. 

1.1 CUBESAT FORM FACTOR  

The CubeSat was developed in 1999 by California Polytechnic State Universityôs 

Multidisciplinary Space Technology Laboratory (MSTL) and Stanfordôs Space Systems 

Development Laboratory (Toorian, Diaz and Lee 2008). A satellite is designated a 

CubeSat if it meets the requirements outlined in the CubeSat Design Specification 

(California Polytechnic State University 2009). A 1U CubeSat form factor is 10 cm x 10 

cm x 10 cm. However, CubeSats can be 1U, 2U, 3U, 6U or other sizes, but must weigh 
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less than 1.33 kg per U under the current standard. The standardized CubeSat deployment 

system is called the Poly Picosatellite Orbital Deployer (P-POD). The P-POD acts as the 

interface between the launch vehicle and the satellite, and is capable of carrying up to 3 

1U satellites (or 1 3U satellite) in a single deployer.  

 

 

Figure 1. P-Pod Deployer 

CubeSats provides several favourable attributes over their larger counterparts, 

namely development time to launch and cost. CubeSats can be developed faster than 

larger spacecraft. CubeSat missions can go from conception to delivery in as little as a 

few years. This is partially due to CubeSats having less complex missions and shorter 

lifetimes. Another contributing factor is that CubeSats can be assembled using COTS 

components, thus eliminating the time that would be required to design and test 

components that would be fabricated in-house, and only leaving the time needed for 

proper interfacing with the COTS components.  

CubeSats also have a lower cost for access to space than larger spacecraft. Due to 

their small size, CubeSats can be launched as secondary payloads on launch vehicles 

dedicated to a larger satellite, or by integrating the CubeSat into the larger satellite and 

being launched from it. There are currently a number of programs that provide 

ridesharing for CubeSats, such as the University NanoSatellite program (UNP), and 

NASAôs CubeSat Launch Initiative (CSLI).  

The ability to quickly develop and deploy CubeSats, along with significant flight 

heritage, makes them an attractive form of spacecraft for many types of missions. The 
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fi rst CubeSat missions were launched in 2003, and since then there has been over 70 U.S. 

companies, 50 U.S. universities and 41 foreign universities that have worked on building 

and flying these spacecraft  (National Reconnaissance Office 2013).   

1.2 COMMAND AND DATA HANDLING SUBSYSTEM 

As the CubeSat industry continues to grow, there will be a larger demand for 

CubeSats to handle more complex mission and operational requirements. These 

requirements flow down to affect the Command and Data Handling (C&DH) subsystem 

of the satellite. The C&DH subsystem acts as the ñbrainò of the spacecraft. It consists of 

the hardware, including the main flight computer, and the software that controls the 

operations of the satellite. 

1.3 MOTIVATION  

The goal of this thesis is to document the work done in developing the C&DH 

subsystem used for the current missions in the Texas Spacecraft Lab (TSL) at the 

University of Texas at Austin (UT). The TSL has flown two satellites, and is currently 

working on three additional satellites that will use the C&DH system. The experience 

gained by past missions has made obvious the need to develop a re-usable C&DH system 

for CubeSats. This thesis aims at describing this effort and promoting the reuse of the 

C&DH system. The thesis acts as a guide for the design, implementation, and testing 

process of the components that comprise the C&DH system, with an emphasis on the 

development of the flight software. Prior to this research, the TSL did not have a reusable 

architecture for the C&DH system. The research done for this thesis aims to establish a 

standard for the development of the C&DH system architecture so that it can be reused 

for all future TSL missions. 

1.4 THESIS STRUCTURE 

The layout of the thesis is as follows. Chapter 2 introduces the reader to the TSL 

at UT and provides background information on past and current missions designed and 

supported by the lab.  The design requirements of the common C&DH system are 
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introduced in Chapter 3, and a description of the C&DH hardware and software is 

presented. The current system in development is also compared to the C&DH systems 

from previous missions in the TSL, namely FASTRAC and Bevo-1, which served both as 

a starting point for the design of the current system and as a knowledge bank which 

provided guidance throughout the development process. Chapter 4 focuses on the 

architecture of the flight software currently being implemented and tested for the current 

TSL missions, as well as the C&DH software infrastructure put in place to aid in the 

development of the code. Chapter 5 then describes the main features of the 

implementation of the flight software.  Information on the methods and the results from 

testing the C&DH software, including the flight software running on the integrated 

satellite, is given in Chapter 6. Finally, recommendations are made on what the focus 

should be on for future work on the C&DH system and presented in Chapter 7. 

Collectively, the topics discussed in this thesis were steps taken in the design, 

implementation and testing of the C&DH system and flight software developed for 

current and future missions in the TSL. 

  



5 

 

Chapter 2:  Background 

The C&DH system being developed, while it is the focus of this thesis, is only 

one key component in the satellite design work being performed in the Texas Spacecraft 

Laboratory at the University of Texas at Austin. The work performed in the TSL involves 

the application of skills and knowledge from many different fields of engineering, all of 

which contribute to the development of small satellites. 

2.1 TEXAS SPACECRAFT LABORATORY  

The technical staff of the TSL at UT-Austin consists of a group of roughly thirty 

graduate and undergraduate students who work together on the labôs satellite missions. 

The students are involved in all steps of the satellite fabrication process including the 

design, build, test and operation of the spacecraft.  

Since 2007, the lab has launched three satellites into orbit, FASTRAC-1, 

FASTRAC-2 and Bevo-1. The TSL is currently working on three additional satellites that 

will fly within the next two years, Bevo-2, ARMADILLO (Atmosphere Related 

Measurements and Detection submiLLimiter Objects) and RACE (Radiometer 

Atmospheric CubeSat Experiment).  

2.2 PAST M ISSIONS 

 The TSL is a multi-purpose facility. Here, students combine past experience, 

heritage designs, COTS hardware, and new ideas to develop concepts for new satellites 

and missions. In an environment where students graduate and take their knowledge 

gained at UT-Austin with them, it is important to make provisions for ensuring that the 

lessons learned throughout the satellite development process are recorded. Documenting 

lessons learned is critical for maintaining progress in a lab where there is a large turnover 

rate every semester. However, this can be challenging in a university setting where there 

is less manpower and monetary resources, and generally a shorter project lifetime than in 

industry. Keeping accurate records and preserving knowledge through documentation is 

especially critical for software implementation in the lab as it is very difficult to read and 
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understand someone elseôs code. The documentation of the software from the previous 

TSL missions was instrumental in providing a starting point for the development of the 

current C&DH system. The design of the software for the current TSL missions began 

with an analysis of the lessons learned from FASTRAC and Bevo-1. A brief overview of 

these past two missions will be given in the proceeding sub-sections.  

2.2.1 FASTRAC 

FASTRAC, (Formation Autonomy Spacecraft with Thrust, Relnav, Attitude, and 

Crosslink) was a satellite built by the TSL for which work began in 2003. It was the 

winning entry of the University Nanosat-3 Competition in 2005. The University 

NanoSatellite Program, sponsored by the Air Force Research Laboratory (AFRL), gives 

university students hands-on experience in designing and constructing satellites in a two-

year concept-to-flight-ready competition. While working with personnel at AFRL, the 

two FASTRAC satellites, known as Sara Lily and Emma, were prepared for flight after 

several component and hardware redesigns and modifications, as well as extensive 

environmental testing which lasted until February 2010 (Munoz, Hornbuckle and 

Lightsey 2012). FASTRAC was successfully launched in November 2010, and the 

separated satellites are currently still operating in orbit. As of April 2012, over 16 000 

beacon messages as well as telemetry data such as health, GPS, thruster and IMU 

messages had been received by the Operations team. 

The FASTRAC project consisted of two nearly identical NanoSatellites, as shown 

in Figure 2, with three primary mission objectives. The FASTRAC satellites are the two 

stacked hexagonal objects in the foreground of the figure.   
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Figure 2. FASTRAC (Center) mated onto the adapter plate of STP-S26 (Hernandez, 

2011) 

 

The first mission objective entailed establishing an autonomous crosslink between 

the two satellites. The second objective involved performing on-orbit real-time GPS 

relative navigation. The final objective demonstrated autonomous thruster firing logic 

based on the on-orbit real-time single antenna GPS attitude determination solution 

(Munoz, Hornbuckle and Lightsey 2012).  

The FASTRAC mission provided the TSL with valuable experiences and lessons 

learned on the development, implementation and operation of student-built satellites.  

2.2.2 BEVO-1 

The Bevo-1 satellite was built by the TSL as the first of four missions as part of 

the LONESTAR (Low Earth Orbiting Navigation Experiment for Spacecraft Testing 

Autonomous Rendezvous and docking) program. This program, sponsored by NASA's 

Johnson Space Center (JSC), is a collaborative project between the TSL at UT-Austin 

and the AggieSat Lab at Texas A&M University (Department of Aerospace and 

Engineering Mechanics at the University of Texas at Austin 2013). Its aim is to promote 

aerospace engineering education and to provide an opportunity for research in low-cost 

autonomous rendezvous and proximity operations techniques (AggieSat Lab 2010). Each 

mission is comprised of one satellite built by each school with the mission objectives 
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increasing in complexity. The first three missions lead up to the final mission objective of 

demonstrating autonomous rendezvous and docking between the two cooperative 

spacecraft. Each of the missions of the program demonstrates new technologies and 

operations that are necessary to achieve the final mission. The mission objective for 

Bevo-1 was to collect and downlink two orbits of GPS data to validate NASA JSCôs 

DRAGON (Dual RF Astrodynamic GPS Orbital Navigator) GPS receiver (Johl and 

Imken 2012). Bevo-1 along with AggieSat2 by Texas A&M, depicted in Figure 3, were 

launched together aboard the Space Shuttle Endeavour in July 2009. Bevo-1 is shown on 

the left of the figure, and AggieSat2 is on the right of the figure. The two satellites were 

designed to push apart and separate completely from each other upon launch. However, 

they failed to separate upon deployment. Bevo-1 never powered on, and contact was 

never established with the satellite. The satellites reentered in early 2010. Despite the 

failure to achieve the mission objectives, Bevo-1 provided valuable experience and 

perspective on best engineering practices in a university low budget hardware 

environment. 

 

Figure 3. Bevo-1 and AggieSat2 Satellites (AggieSat Lab 2010) 
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2.3 CURRENT M ISSIONS 

The TSL is currently working on three 3U CubeSat missions simultaneously, 

Bevo-2, RACE, and ARMADILLO. The design architectures of these three satellites are 

very similar. The structural layouts of Bevo-2 and ARMADILLO consist of three 

modules, the bus module, the ADC module, and the payload module. The bus modules of 

both satellites will be identical, but there will be differences in some components for the 

ADC and payload modules, as they are designed to meet very different requirements. 

RACE is also a 3U CubeSat, but with 1.5U dedicated to the radiometer instrument 

provided by JPL. A brief overview of these three missions is provided in this section. 

2.3.1 BEVO-2 

Bevo-2 is UT-Austinôs satellite as part of the second mission of the LONESTAR 

program. 

 

Figure 4. CAD Model of Bevo-2 Spacecraft 

The goal of this second mission is to launch two satellites together, Bevo-2 and 

AggieSat-4, which will separate in orbit and perform proximity operations. For Bevo-2 

specifically, the mission objectives are as follows (Texas Spacecraft Laboratory 2011): 

¶ Evaluate sensors including but not limited to GPS receivers, IMUs, rate 

gyros, accelerometers 

¶ Evaluate Reaction Control System (RCS).  

¶ Evaluate GN&C system including guidance algorithms, absolute 

navigation, and relative navigation 
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¶ Evaluate communications capabilities between the two spacecraft and 

from each spacecraft to their ground stations. 

¶ Evaluate capability to take video. 

AggieSat-4 is an approximately 50 kg NanoSatellite built by Texas A&M. Bevo-2 will be 

stowed inside AggieSat-4 during launch. A JAXA (Japanese Aerospace Exploration 

Agency) airlock aboard the International Space Station (ISS) will be used to release 

AggieSat-4 into low Earth orbit, which will then discharge Bevo-2 (Kjellberg 2011). The 

Concept of Operations for Bevo-2 is shown in Figure 5.   

 

Figure 5. Illustrative View of Bevo-2 Concept of Operations (Texas Spacecraft 

Laboratory 2011) 

 

 Bevo-2 and AggieSat-4 will be launched into ISS orbit, and will have an estimated 

lifetime of 6 months. Upon separation, the two satellites will perform crosslink 

communication of GPS data. 

Bevo-2 features an in-house miniaturized star tracker that will also be used to take 

images of AggieSat4. 
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Figure 6. Star Tracker Camera to be used on Bevo-2 and ARMADILLO Spacecraft 

 Bevo-2 also features the same six degree-of-freedom ADC module as 

ARMADILLO, which, after the checkout stage, will be characterized by performing a 

series of sensor and actuator tests. Another component is an in-house designed cold gas 

thruster which will be used to perform a rendezvous maneuver to place the satellite in a 

pre-defined state in space. The LONESTAR-2 mission is planned for flight in 2014.  

  

Figure 7 Cold Gas Thruster for Bevo-2 Spacecraft (Lightsey 2013) 

2.3.2 RACE 

RACE is a 3U CubeSat developed in collaboration with JPL, who will be 

providing the radiometer payload. The TSLôs involvement in the RACE mission began in 



12 

 

April 2013. The primary mission objectives of RACE are to advance the technology 

readiness level of the radiometer instrument, thereby reducing the risk for future 

missions. The system includes a 35 nm Indium Phosphide low noise amplifier (LNA) at 

the front-end, and will be the first millimeter wave radiometer to be flown on a CubeSat 

(Jet Propulsion Laboratory 2013). Demonstrating the radiometer on a small and cost 

effective CubeSat will advance Earth science measurements for future missions. In 

addition, the data collected from the instrument will be used with weather prediction 

models to advance existing Earth climate system models.  

 

Figure 8. Modular CAD Model of RACE Spacecraft 

While JPL is responsible for delivering the radiometer, the TSL is responsible for 

building and testing the CubeSat bus, and managing the payload integration. Upon launch 

in 2014, the TSL will also manage the ground segment, including data collection. RACE 

will be launched into an ISS altitude orbit, and will have a planned operational lifetime of 

approximately 6 months.   
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2.3.3 ARMADILLO  

ARMADILLO is the TSLôs winning entry into the UNP-7 competition sponsored 

by the US Air Force. The primary objective of this mission is to characterize sub-

millimeter diameter dust and debris particles that are present in low Earth orbit. 

ARMADILLO features a Piezoelectric Dust Detector (PDD) being built by Baylor 

University that will detect the particles upon impact with the instrument. The impact will 

produce an electric charge which will be recorded and stored by the PDD until the 

C&DH computer queries the instrument. The data is then post-processed and provided to 

atmospheric models which will improve the knowledge of the sub-millimeter space 

debris environment (Brumbaugh 2012). 

 

Figure 9. Exploded View of ARMADILLO (Brumbaugh 2012) 

The secondary objective of ARMADILLO involves using a dual-frequency GPS 

receiver designed at UT-Austin called the FOTON (Fast, Orbital, TEC, Observables, and 

Navigation) to measure GPS radio occultations for studying the Earth's ionosphere. The 
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data collected by the FOTON will help increase the understanding and forecasting of 

space weather. 

ARMADILLO al so features a six degree-of-freedom ADC module developed in-

house at TSL that provides arc-minute level 3-axis attitude control. The ADC will 

provide the pointing accuracy required by the PDD for data collection. The concept of 

operations for ARMADILLO is shown in Figure 10. As shown, the current plan is for 

ARMADILLO to be launched into an orbit with an altitude of 500 km, and to have an 

estimated mission lifetime of 2 years.   

 

 

Figure 10. Illustrative View of ARMADILLO Concept of Operations (Brumbaugh 2012) 
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2.3.4 Current Status of Missions  

As of fall 2013, Bevo-2 is currently in the integration and testing phase of its 

development cycle. The final preparations for running integrated tests on the flight 

version of the satellite are underway. The satellite is scheduled to be delivered to NASA 

in the first quarter of 2014, and will be launched later in 2014.  

RACE is also manifested for launch in 2014 through NASAôs CubeSat Launch 

Initiative program. All of the C&DH software and most of the overall Flight Software 

(FSW) testing being performed for Bevo-2 is directly applicable to the RACE mission. 

The EM radiometer was delivered by JPL to the TSL in November 2013. Full integrated 

satellite testing is underway.  

Code development and testing is continuing to progress for the two 

ARMADILLO payload systems, the FOTON and the PDD. Certain components of the 

flight hardware need to be acquired before a flight build can begin, such as the UHF/VHF 

radio and the Electrical Power System (EPS) system. The ARMADILLO mission was 

manifested by the CubeSat Launch Initiative program for a launch in 2015.  

In terms of the C&DH system for these missions, a version of the software 

common to all three satellites has been written. The software running on the integrated 

satellite for Bevo-2 has been tested through functional tests, and command execution 

tests. The next software version will be considered FSW for Bevo-2 once day-in-the-life 

testing has been completed. Specific subsystem-C&DH software interfaces for the 

respective payloads are needed in order to use this next version as the RACE and 

ARMADILLO missionsô FSW. 
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Chapter 3: Components of C&DH System 

Even though Bevo-2, RACE and ARMADILLO  have very different mission 

requirements, all subsystems developed in the TSL, with the exception of the payloads, 

are designed such that they are capable of completing all three missionsô objectives. As 

the three satellites are scheduled to be delivered in the upcoming few years, this 

simultaneous development adds to the existing challenges of a student-run lab such as 

manpower, time, and resource constraints. Eliminating unnecessary re-engineering by 

developing modular subsystems that can be used on a variety of TSL CubeSat missions is 

a valuable concept to implement. Thus, the developed C&DH system discussed in this 

thesis was designed to be used for all three current missions of the TSL.  

 The C&DH system requirements common to all current missions are outlined in 

this chapter. These requirements were the driving force behind the selection of the 

C&DH hardware. The C&DH hardware used for the current missions in the TSL have 

not been used on a previous mission in this lab, as Bevo-2, RACE and ARMADILLO are 

the most complex missions the TSL has been involved with to date. Because of the 

increased complexity, higher computing requirements and more sophisticated software 

than previously used are needed to successfully complete each mission's requirements. 

The decisions for the choice of the flight computerôs operating system and FSW are 

discussed in the later sections of this chapter. Also, a comparison between the new 

C&DH system architecture and those of the previous Bevo-1 and FASTRAC missions is 

made and discussed in this chapter. 

3.1 CURRENT M ISSION REQUIREMENTS  

 As part of the mission design process for Bevo-2, RACE, and ARMADILLO , 

mission statements, objectives, and requirements were formed stating the goals of the 

missions and the criteria that define mission success. In addition, a set of requirements for 

each subsystem was formed and documented in a mission requirements verification 

matrix (RVM). These subsystem requirements were created to ensure that the higher-

level mission requirements were met. The C&DH subsystem has five subsystem 
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requirements that are identical for all three missions. The requirements, the rationale 

behind each requirement, and the success criteria are listed below: 

 

¶ The C&DH system shall provide 2 GB (unformatted) data storage 

Each of the missions requires a substantial amount of on-board storage for the 

scientific data from the payloads and telemetry data from the other subsystems. In order 

to accommodate this need, it was deemed necessary to utilize external and non-volatile 

storage in the form of SD cards. This requirement is considered met if the C&DH system 

successfully provides 2 GB of storage. This requirement is fulfilled by ensuring that the 

C&DH computer can detect and mount an appropriately sized SD card during the boot up 

process and can write to and read from the card during the mission. It was initially 

decided that there would be two SD cards connected to the C&DH system, one acting as 

the primary storage, and the second card being used for data redundancy. However, a 

design change was made to only incorporate one SD card into the C&DH system as it 

was decided that the redundancy was unnecessary for these CubeSat missions.   

 

¶ The C&DH system shall receive, process and execute commands within the 

window of a UT-Austin ground station pass 

The missions are considered to be semi-autonomous. In other words, the satellites 

will be able to execute some actions autonomously such as turning on and off various 

components based on conditions such as power levels, or automatically downlinking data 

based on information gathered by an on-board GPS receiver. However, the satellites must 

also be able to process and execute commands that are uplinked from the ground station. 

They must be able to provide responses to these commands, if any, without a long time 

delay so that they are received by the commanding ground station within the same ground 

pass. This requirement is considered met if the C&DH computer can successfully detect 

when the satellite is within communication range of the UT-Austin ground station pass, 

and is able to receive and process commands during the detected pass. The satellite must 
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be able to receive ground commands, which would trigger the satellite to perform an 

action on-board specific to the command. A confirmation that the command was 

processed and satellite actions were taken to execute this command must be recorded, and 

can be sent down to the Austin ground station for proof of verification. An important 

factor in meeting this requirement is the defined interface between the C&DH and 

Communications (COM) subsystems. 

 

¶ The C&DH system shall activate and begin executing commands upon separation 

from launch vehicle 

It is imperative to overall mission success that the C&DH computer boots upon 

separation from the launch vehicle. If this does not happen, then none of the other 

components will receive the commands necessary for satellite operations. This 

requirement is considered met if the C&DH computer successfully enters the Startup 

mode (the initial mode) of the FSW after launch vehicle separation. This first involves 

the computer being able to start the collection of executables that together comprises the 

software running on the satellite upon bootup. The C&DH computer must then execute 

Hookem, the main executable of the FSW, and enter its initial operational mode. It is in 

this mode that the C&DH can begin executing commands. For the ARMADILLO 

mission, a built-in timeout period of 30 minutes must take place upon launch before 

deployment of the UHF/VHF antennas and before transmission can occur, allowing for 

proper separation distance between the satellite and the launch vehicle.  

 

¶ The C&DH system shall accept and execute a command to reprogram satellite 

software 

This requirement relates to the methods of handling any incorrect and erroneous 

behavior of the C&DH software. Even with extensive software testing and meticulous 

procedures and documentation generated for the C&DH software, there will  still be bugs 

and unforeseen runtime errors. Some of these errors may be resolved through a reset of 



19 

 

the C&DH computer. However, other errors might continue to recur even after multiple 

resets, and may require software modification. Therefore, it is important to have the 

ability to repair the software after the satellite is in orbit to not jeopardize the mission 

success. It is also beneficial to have the ability to improve or adapt the software after 

launch. These capabilities would be useful in the case where unforeseen issues arise and 

the characteristics of the current software do not allow the successful completion of 

mission objectives.  

 This requirement is considered met if the C&DH computer successfully interprets 

commands to receive a new flight executable via the radio, stores the executable in the 

proper location, changes the startup script to the new executable, and reboots the 

computer to execute the new FSW.  

 

¶ The C&DH system shall manage all commands governing the state and actions of 

the satellite 

The main responsibility of the C&DH system is to execute all of the operations 

that control the spacecraft. The C&DH is the only subsystem that can change the state 

(physical and software) of the satellite. All other subsystems are delegated tasks to 

complete independently but remain under the control of the C&DH system. Therefore, 

the C&DH system has the responsibility of managing all other subsystems to execute the 

mission successfully. It must be able to interface with the various hardware components 

of the satellite by sending commands and receiving back acknowledgement of the 

requested actions, as well as health and scientific data.  

3.2 C&DH  HARDWARE  

 Following the Space Mission and Analysis Design (SMAD) approach in sizing 

the C&DH system, the first step in selecting the hardware is to identify the functions that 

need to be performed by the system, such as command processing, telemetry gathering 

and storage, and satellite time-keeping (Smith 2008). The subsystem requirements, which 

have been presented in the section above, and constraints, need also to be identified. This 
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aids in determining important characteristics needed from the hardware, such as 

performance, reliability, and radiation tolerance. The next steps are to determine and 

understand the level of complexity required by the identified functions so that a C&DH 

system that can perform these functions will  be chosen. The level of complexity is 

dependent on such characteristics as the satelliteôs required rate of processing commands, 

the speed of processing telemetry data, and satellite time management. Finally, attributes 

such as size, mass and power of the hardware components that are being considered must 

be taken into account and prioritized based on their level of importance. For example, if 

designing a C&DH system for a large satellite, the size and mass of the C&DH system 

may not be as important as the overall power draw. In contrast, a smaller satellite such as 

a CubeSat will have much larger constraints on satellite mass and size, which would then 

impose constraints on the C&DH mass and size.  

 The steps outlined above were followed when deciding on the flight computer. A 

trade study was performed in order to select the computer used for the current satellite 

missions. The information gathered from the trade study and the description of the 

selected flight computer will be presented in the sections below. 

  The second major C&DH component is the hardware interface board. After 

consideration of available interface boards, a custom board was designed in-house called 

Kesler. The board houses the flight computer and connects it to the peripheral devices 

and other components of the satellite. The Kesler board was based on the needs of not 

only the C&DH system, but of the other subsystems as well. Kesler connects directly to 

the EPS, Attitude Determination and Control (ADC), Navigation Visual System (NVS) 

and Communications (COM) subsystems. The Kesler board also houses the SD card 

acting as the main on-board storage device. The Kesler board and the SD card will be 

discussed in more detail in the following sections. 

3.2.1 Choice of Flight Computer 

The choice of flight computer was made based on a trade study performed by 

Imken in July 2011 (Imken 2011). The results of this trade study are presented here to 

inform the reader on the reasons behind the selection of the current flight computer for 
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Bevo-2 and ARMADILLO. It was decided to use this flight computer for RACE as well 

after conducting the trade study. 

3.2.1.1 System-on-Module Chip 

Rather than building a computer from the processor level upwards, system-on-

modules (SOM) were considered for the trade study. A SOM, also known as a computer-

on-module, is a sub-type of an embedded computer contained on a single circuit board 

that can be plugged into a carrier board (MEN Mikro Elektronik GmbH 2013). SOMs 

come in different configurations but generally consist of a processor and standard 

input/output (I/O) capabilities (Critical Link 2013) which can be configured and broken 

out to other peripheral devices through a carrier board.  

 Starting with a SOM as the processor of the C&DH system instead of designing 

the flight computer in-house has several advantages, particularly for CubeSat missions. 

One of these advantages is its small size, an ideal attribute for CubeSats where size is a 

major constraint for all subsystems. Another advantage is that it simplifies the 

development of the C&DH hardware and allows for more time to be spent on developing 

well-written and well-tested operational FSW. A student-run lab has to deal with 

constraints on manpower and time. Therefore, taking the approach of using an off-the-

shelf embedded computer system for the C&DH computer saves time and effort that 

would otherwise be needed for electronic design at the processor level. For example, 

SOMs include many interfaces which enable easy connection to external peripherals. 

This attribute saves time in designing the complex circuitry needed for proper computer 

interfacing (Johl and Imken 2012), and provides a level of flexibility for multiple 

applications. Being professionally designed, it also improves the reliability of the entire 

C&DH system. It reduces the risk associated with improper design which can lead to 

computer malfunctions in orbit and mission failure. As SOMs are mass-produced COTS 

hardware that is readily available at a low-cost, they are a great option for student-built 

satellites that have budgetary constraints. Finally, processing and computation power is 

not compromised, as these SOM computers are powerful enough to control the whole 

satellite.    
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3.2.1.2 Trade Study 

In the performed trade study, four computers were considered (Texas Spacecraft 

Laboratory 2011). The selection criteria for the trade study is as follows: 

 

¶ Power consumption 

It was important to select a computer that had a relatively small power 

consumption level. 

 

¶ Ease of software development 

As the TSL technical staff is comprised mainly of aerospace engineering majors 

and no computer science majors, it was important to select a computer whose software 

interface was easy to comprehend and to use for the developers. Sufficient documentation 

and software support were also important factors in the decision-making process. 

 

¶ Performance Capabilities 

The chosen SOM must have a processor speed fast enough to handle the planned 

functionalities of the satellite. For the missions being considered for this class of 

satellites, the C&DH system is not a hard real-time system and therefore does not require 

that level of processing performance. The selected computer must provide a sufficient 

amount of memory to store the program files of the FSW and a partial amount of mission 

data in case of SD card failure. The flight computer must also have a large variety of 

peripheral ports for interfacing with the satelliteôs subsystems. 

3.2.1.3 Selection of LPC3250 

 Based on the trade study, the selected SOM that best matched the requirements in 

place for the flight computer is the Phytecôs phyCORE LPC3250 (Figure 11). 
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Figure 11. LPC3250 C&DH and ADC Computer 

 This computer includes NXPôs LPC3250 microprocessor consisting of a 266 

MHZ ARM926EJ-S CPU core and Vector Floating Point (VFP) coprocessor, and a large 

set of connections for peripherals (NXP 2011). The microprocessor is designed for low-

power, high-performance applications, which is ideal for the TSLôs CubeSat flight 

computers. Important performance characteristics of the LPC3250 SOM are listed in 

Table 1. 
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Table 1. LPC3250 SOM Performance Characteristics (Phytec 2013) 

CPU Frequency (Max) 208 MHz 

On-Chip Memory 32 KB L1, 256 KB SRAM 

DRAM 64 MB 

NAND 64 MB 

NOR 2 MB 

EEPROM 32 kB 

Available SD/SDIO/MMC Expansion 2 

UART 7 

RS-232 2 

I2C 2 

SPI/SSP 4 

Power Consumption (typical) 372 mW 

Power Supply 3.15 V 

 

The Phytec LPC3250 allows for easy creation and modification of the Linux 

kernel through its well-supported Linux development environment, known as Linux 

Target Image Builder (LTIB). LTIB is a tool for integrating the build and configuration 

of the software packages for an embedded Linux distribution (Phytec 2011). The 

LPC3250 allows for the use of Linux as the running operating system on the SOM. This 

lends itself to a significant amount of customization in terms of the kernel and provides 

pre-existing software tools and libraries. 

3.2.2 Kesler Interface Board 

 The design for the Kesler board is based on the interface board used for the 

satelliteôs stand-alone ADC system, developed by QVIS. The Kesler board was designed 

in-house by the C&DH team. The interface board has currently gone through three 

revisions. One significant change between v0 and v1 was switching the connection of the 
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camera to the Kesler from USB to micro USB. This change was made as the old 

configuration would have required the USB port to be in the middle of the interface board 

so that the cable head would not hit the inner shell of the satellite structure. Kesler v1 also 

features a Real Time Clock (RTC) that will be used to keep the time for the satellite and 

that will be updated regularly from the GPS when possible. The RTC incorporates a 

temperature compensated crystal oscillator (TCXO) to keep accurate timing when the 

GPS time is not available. Kesler v1, shown in , will be used as the flight hardware for 

Bevo-2. 

 

Figure 12. Kesler v1 Interface Board 

 

 As shown in the figure, the Kesler board contains a PC104 connector which is 

used to connect the C&DH system with the EPS and UHF/VHF COM boards in a stack 

to comprise the bus module. The Ethernet connector is used so that the file system can be 

kept on a desktop and can be accessed through Network File System (NFS) for testing 

rather than mounting the flight software onto the NAND flash of the LPC3250 every time 

recompiling is required. Using the Ethernet port to access the flight software for testing 

speeds up development time significantly, but it is not included on the flight version of 

this board. 

 One major improvement between the Kesler v0 and the Kesler v1 is the addition 

of power switches to control the power to the subsystem components. These switches are 
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implemented through an IC that is controlled by GPO pins on the LPC3250. The C&DH 

system now has the capability to power on and off the other subsystems. This feature 

proves beneficial when the satellite is transitioning software modes. The flight computer 

can then turn off any subsystems that are not required for nominal operations; for 

example, the payload or the camera. 

Kesler v2, as shown in Figure 13, the most recent version of the board, will be 

used for the RACE and ARMADILLO satellites. The main reason behind modifying the 

design to create a third version of this board was due to the difference in the layout and 

connection design of the EPS system for RACE and ARMADILLO as compared to the 

system for Bevo-2. The EPS system used with Kesler v2 is provided by GomSpace, while 

the EPS system to be flown on Bevo-2 is provided by ClydeSpace. For the GomSpace 

EPS system, the radio connects to the stack upside down, and the Kesler v2 boardôs 

PC104 connector must be a male connector with a reversed pinout. This forces the 

LPC3250 to connect at an offset from the centre on the board. Other significant 

modifications to v2 from v1 include a backup battery supply for the RTC so that the time 

is not lost due to satellite resets, a connector to a separate board that houses the Ethernet 

port for NFS, and an additional header for power, ground, and data pins for use with 

mission-specific daughter boards. 

 

Figure 13. Kesler v2 Interface Board for RACE and ARMADILLO Missions (left: 

bottom of board, right: top of board) 
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3.2.3 Storage 

Mounted onto the Kesler board is an SD card acting as the main storage unit for 

the satellite. All of the mission and health data will be stored on the 2 GB SD card. A 

data generation budget was created for each mission to ensure that 2 GB of storage would 

suffice for the data generated throughout that entire mission (Texas Spacecraft 

Laboratory 2011). The budget outlines the types of files that are expected to be produced 

by each subsystem, the rate of generation, the total size of the files for the whole mission, 

and the allotted storage capacity of the SD card for that type of file. 

 As the health data is overwritten after a pre-described amount of time and the 

beacons transmitted periodically to ground (containing a small sample of the spacecraftôs 

health data) are not stored on-board, the main concern in terms of reaching the maximum 

limit for data storage are the payloads. For ARMADILLO, the main instrument requires 2 

kB for one day for a rate of one particle strike on the detector unit per day, totaling 360 

kB of data for a complete mission lifetime of 180 days. For the FOTON instrument, with 

the high-end expected value of 100 occultations per day, the amount of data generated for 

the entire mission is estimated at just over 322 MB.  With this amount of mission data, 

the health data log files, the pre-loaded mission script files, and the images generated by 

the camera, the expected maximum data generated for the ARMADILLO mission is 1.31 

GB, which is well below the limit of 2 GB for on-board storage. The ground station will 

also have the capability to remove files from the SD card during operation if it is deemed 

necessary. 

 A telemetry budget was created by the Communications team to determine the 

expected downlink rate. Some of the values and estimates included in the analysis were 

based on the results from the FASTRAC missions but were slightly improved based on 

the upgrade of hardware for TSLsô current missions. The expected downlink rate at a 

baud rate of 9600 bps for the ARMADILLO mission is approximately 234 kB per pass 

(Texas Spacecraft Laboratory 2011).  

 Sub-directories will be created on the SD card to organize the different types of 

data produced. If need be, the ground station will have access to commands that can 
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modify the state of the SD card on the satellite in-orbit, such as mounting and un-

mounting, reformatting, and partitioning.   

3.3 C&DH  HARDWARE ARCHITECTURE  

The C&DH system used for Bevo-2, RACE, and ARMADILLO is a centralized 

architecture, with the SOM flight computer acting as the central processor for the entire 

satellite. A centralized architecture involves all subsystems of the satellite having a point-

to-point interface with only the C&DH subsystem. Therefore, all data and commands are 

sent only between the C&DH system and one other subsystem. This architecture is 

suitable for satellite systems with a small number of distinct subsystems. Employing this 

architecture is reliable in the sense that if one system fails during operations, the effect of 

the failure is minimized as there is no direct interface with the other systems other than 

C&DH. Therefore, the integrity of the separate interfaces between the C&DH and the 

other subsystems will  remain intact. Figure 14 is a block diagram showing the C&DH 

hardware architecture and the various interfaces between the C&DH system and the 

subsystem components.  

 

Figure 14. C&DH Main Hardware Components and Interfaces with Spacecraft 

Subsystems 
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One significant attribute of the overall satellite hardware architecture is that the 

ADC subsystem uses a separate computer for its attitude control-related calculations. 

This design choice was made as the ADC system of the spacecraft is intended to be a 

bolt-on, autonomous GN&C module that can be used on current and future TSL CubeSat 

missions, similar to the C&DH system. In addition, the algorithms for the attitude sensing 

and control are calculation-intensive. Therefore, being able to use a second embedded 

computer for the GN&C module and still being able to remain within the satelliteôs 

allowable power and mass budgets is advantageous. The GN&C embedded computer also 

uses the LPC3250 based on the results of a similar flight computer trade study for the 

ADC system. The ADC computer is attached to the Kraken interface board as shown in 

Figure 15.  

 

Figure 15. ADC Computer System - Kraken Interface Board and LPC3250 Computer 

3.4 COMPARISON BETWEEN PAST C&DH  SYSTEMS AND CURRENT SYSTEM  

The development process of the C&DH system described in this thesis did not 

begin from scratch. The TSL had designed, implemented, and validated C&DH systems 

for several past missions, some of which have been launched. Namely, the TSL has built 

three satellites that have flown over the years: Sara Lily and Emma as part of the 

FASTRAC mission, and Bevo-1. The knowledge, design work and lessons learned 

inherited from the documentation and personnel involved with these past missions were 

extremely helpful in the development of the C&DH module for the current missions. One 


